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1 Introduction 

New digital technologies are fueled by health data and machine learning algorithms. They will have a 

substantial impact on the transformation process of new diagnostics, innovative treatments, or 

predictive healthcare. For instance, artificial intelligence (AI) integration into the clinical workflow will 

lead to a new form of hybrid work for physicians in complex decision-making (Jussupow et al., 2021). 

In the development of such algorithms, increasing attention is being paid to ensuring that AI-based 

recommendations not only work effectively but also appear understandable and comprehensible to their 

users. The ability to explain system decisions is critical for the success of the system (Fernández-Loría 

et al., 2022). However, balancing both, the performance of a system and comprehension by its user, 

remains one of the biggest challenges in information systems (IS) and computer science (Rai, 2020). 

Building on well-documented technical challenges of explainable artificial intelligence (XAI), more 

information and additional explanations are only useful if the users can process them effectively. 

Research on algorithmic control from Cram et al. (2022) points to adverse effects when users are 

confronted with algorithms and cannot effectively process information from guidance. As a result, it 

may be desirable that AI systems provide understandable guidance but only if it facilitates effective 

interaction with the system (i.e., potential negative effects must be considered). Based on this 

observation, we see an area of tension in data-driven decision-making with XAI in healthcare. In this 

area, XAI is intended to support users but could simultaneously serve as an additional trigger for stress. 

Mastering this challenge and understanding the phenomenon is instrumental for enabling better 

decisions and improving innovative solutions (e.g., value-based care for patients). However, the way 
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XAI is appraised by its users will determine whether its technological potential can be realized, and 

stress can be channeled into positive outcomes. 

Recent research in IS distinguishes two types of stressors that can arise in technology interactions: 

challenge technostressors as the “bright side” and hindrance technostressors as the “dark side” of IS use 

stress (Benlian, 2020; Califf et al., 2020; Maier et al., 2021; Tarafdar et al., 2019). The confrontation 

with XAI to make the right decision has the potential to facilitate or mitigate both types of technostress 

(Califf et al., 2020). We argue that XAI can occupy a role to support both, bearing challenge 

technostressors and carrying hindrance technostressors. Therefore, the right XAI design to raise 

understanding of the AI while interacting in daily life could shape a new opportunity for hybrid 

intelligence and an emergent configuration in future well-being (Dellermann et al., 2019). 

Previous research on XAI has focused on the positive effects of explainability (Hamm et al., 2021; 

Meske et al., 2022; Rai, 2020). However, to the best of our knowledge, this is the first research that 

takes a broader perspective on XAI considering its adverse effects and whether XAI should be included 

in the decision-making process to support and/or undermine stress and finally improve outcomes. 

Considering the potential of XAI for decision-making and the associated risk, there is an urge to 

understand the implications of explainable designs to realize their benefits. We, therefore, aim at 

answering the question: 

“How does explainability influence AI-based decision-making, technostress, and downstream 

consequences?” 

To answer this question, we ground our research on perceptions of XAI and the holistic stress process 

model (Califf et al., 2020). The holistic stress process model postulates that the appraisal of a specific 

technology environment condition decides whether the user appraises the technology as a hindrance or 

a challenge (Tarafdar et al., 2019). Based on this theoretical background, we observe end users of an 

AI-based nutrition app in an online lab experiment. We aim to shed light on how end users' (1) 

performance, (2) usage intention, and (3) satisfaction manifest depending on the design of decision-

making support through XAI in the context of an AI-based nutrition app. Our intended contributions 

will be the exploration of adverse effects of XAI, and a nuanced understanding of its influence on 
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technostress and outcomes. In this sense, we aim at contributing to research on XAI and technostress in 

healthcare. 

2  Theoretical Foundation 

Following Berente et al. (2021, p. 12), we define AI “as the frontier of computational advancements 

that references human intelligence in addressing ever more complex decision-making problems.” This 

frontier embeds two dimensions, performance, and scope. Performance describes the “ever-improving 

execution of tasks to which AI is applied while scope describes the “ever-expanding range of contexts 

to which AI is applied” (Berente et al., 2021, p. 12). 

In progressively complex situations, AI promises to take a game-changer role to satisfy the demand for 

quicker and validated decisions by making large amounts of data accessible, usable and utilizable. The 

roles of humans when interacting with AI are not clearly defined and AI can take on a superior role in 

interaction with humans. Precisely, AI can outperform humans (Shen et al., 2019) or outperform human 

crowds (Fu et al., 2021). Seeing AI as a frontier expands our horizon of understanding by showing that 

AI is perceived not only as a phenomenon but rather as a moving target of evolving phenomena (Berente 

et al., 2021). AI is an example of a new generation of agentic IS artifacts that require revisiting the 

human agency primacy assumption (Baird & Maruping, 2021). Those technologies are no longer 

passive tools but can assume certain delegations of tasks (Baird & Maruping, 2021). 

Being confronted with such technologies as AI could lead to insecurity because end-users receive it as 

a black-box and are not able to comprehend the decision suggestions. One solution for the black-box 

problem is to make the AI explainable. We define explainability as "generating decisions in which one 

of the criteria taken into account during the computation is how well a human could understand the 

decisions in the given context, which is often called interpretability or explainability." (Miller, 2019, p. 

3). However, recent IS research reveals that AI interactions come along with other challenges. Those 

challenges discussed in the literature include aversion (Berger et al., 2021), cognitive challenges 

(Jussupow et al., 2021), confirmation challenges (Jussupow et al., 2022), lack of “true” ground truth 

(Lebovitz et al., 2021), opacity (Lebovitz et al., 2022), or unique human knowledge (Fügener et al., 
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2021). Surprisingly little is known about decision-making with XAI and the resulting influence on 

technostress and outcomes. However, there are major challenges, especially in the interaction between 

users and XAI (Barredo Arrieta et al., 2020; Berente et al., 2021). For this reason, we aim to understand 

challenge and hindrance technostressors with the tension of explainability and its diverse influences on 

downstream consequences. 

The main concept of technostress is defined as “a modern disease of adaptation caused by an inability 

to cope with new computer technologies in a healthy manner” (Ragu-Nathan et al., 2008, p. 418). This 

concept gains particular importance when interacting with new innovative technologies, such as AI, as 

these technologies not only assume a passive role but in the future will actively delegate tasks or suggest 

solutions to end-users for decision-making (Baird & Maruping, 2021). In the past, most research so far 

has focused on negative technostressors (Tarafdar et al., 2019). Negative technostressors are associated 

with constraining work-related tasks and are appraised by users as destructive (Tarafdar et al., 2019). 

This results in a majority of negative effects on work outcomes from the literature in the past (Tarafdar 

et al., 2019). Techno-distress stands for end-users experiencing “bad” stress and IS as a threat (Tarafdar 

et al., 2019). In turn, techno-eustress stands for end-users interacting with technology and receiving the 

appraisal as challenging. First studies have provided conceptual (Tarafdar et al., 2019) and empirical 

insights into their impact on IS use in general (Benlian, 2020; Maier et al., 2021) and on medical 

professionals (Califf et al., 2020). From previous research, we find that the design of technology decides 

whether the end-users appraise the conditions as positive or negative stress. 

There are many different types of technostressors and their instantiations depend on the research 

context. In the context of XAI, feature overload (Zhang et al., 2016) should be particularly prominent 

as XAI provides the end-user with more comprehensible features for decision-making, delegation, or 

prevention as an IS. Feature overload means that end-users of a technology perceive the features of the 

technology and its interaction as threatening. Following Califf et al., (2020), we identify involvement 

as our main challenge technostressor. Involvement means that end-users of a technology perceive the 

technology and its interaction as an opportunity to improve their work (Califf et al., 2020). We see 

involvement as our main positive technostressor because the higher users are trying to understand and/ 
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or comprehend the IS, they involve more in the interaction with the technology. Building upon the 

nature of XAI and a contextualized understanding of technostress, we postulate eight hypotheses. We 

first expect that the additional information provided by XAI compared to AI decision support without 

explanation will foster positive and negative technostress because of the imbalance effects of cognitive 

support in hybrid decision-making with AI. In particular, we expect the explanation to facilitate 

involvement (H1a; challenge technostressor) as well as feature overload (H1b; hindrance 

technostressor. In line with prior research, we expect challenge technostressors to influence three 

outcome variables such that they increase performance (H2a), satisfaction (H2b), and intention to use 

(H2c). Conversely, we expect hindrance technostressors to reduce performance (H3a), satisfaction 

(H3b), and intention to use (H3c). 

3 Methodology 

To test our hypotheses, we conducted an online lab experiment with users and an AI-based smart 

nutrition app called eatbetter. The main purpose of this app is to support its users in exchanging 

ingredients for sugar reduction while maintaining the flavor of the dish. We decided to investigate a 

nutrition context because a healthy diet and nutritional intolerances are still a big challenge for the 

majority of the western population. An online experiment fitted the purpose of our study because it 

allowed us to measure the potential effects precisely and with high internal validity (Karahanna et al., 

2018). In the task, the participants were asked to replace one ingredient with the most sugar in a dish 

and replace it with a lower-sugar alternative while maintaining the original flavor. An AI helped the 

user to make decisions by recognizing the main ingredients of the dish via image recognition and then 

recommending which ingredient is the best for replacement with recommending an alternative. We 

manipulated the explainability of AI decision-making support. In two conditions, the AI support 

consists of (1) a recommendation of the AI either with explanations of flavor similarity and sugar 

reduction (white box) or (2) a recommendation with no information (black box). We measure 

involvement, feature overload, satisfaction, and intention to use on seven-point Likert scales 

(1=”strongly disagree” and 7 = “strongly agree”) established in previous studies and aligned to an AI-

based recommendation system. Performance was measured by correct answers based on real-world 
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flavor molecules and sugar ingredients. Further, we checked the manipulation of explainability by 

measuring comprehension and understanding (Shin, 2021). At the end of the questionnaire, we 

measured age, gender, experience with AI, experience with cooking, and information technology self-

efficacy as controls. We used a panel of 101 diverse, heterogeneous participants from the United 

Kingdom and collected the data after a pretest on Prolific. For the data analysis, we adopted seemingly 

unrelated regressions to test our hypothesis. We present the results of our data analysis in Figure 1. 

4 Results 

 

Figure 1. Research Model. Note. n=101. * p ≤ .05. ** p ≤ .01. *** p ≤ .001. 

5 Expected Contribution 

Upon completion, our findings will contribute to IS research in three ways: First, we introduce a 

theoretical model that links the tension of XAI to technostress, and outcomes. Thereby, we contribute 

to research on technostress by linking the design of AI-based recommendation apps to positive and 

negative technostress perceptions. Second, we expand our understanding of decision patterns in the 

interaction between end-users and XAI in replacement tasks in an experimental setting with 

explainability of AI (Rai, 2020). Third, we complement prior research focusing on the positive effects 

of XAI with our investigation of the adverse effects of XAI. We would like to develop our research-in-

progress paper and are highly interested in valuable feedback for further development in a different 

health IT context for a journal submission.  
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